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Quantizer Design

• What is Model Quantization?

• Quantization maps the 32-bit floating-point numbers into low-bit fixed-point

numbers, or a mapping from continues real numbers to discrete integers.

• Applying quantization to model parameters (e.g. weights & bias) can save memory

footprint. For example, 8-bit quantization can save 4x memory space.

• Applying quantization to both parameters and activations can accelerate the inference

by replacing the floating-point multi-adds operations to low-power fixed-point ones.

6
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Quantizer Design

• What can Quantization do?

7
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Quantizer Design

• Uniform Quantization

• Can be represented by fixed-point integers.

• Can compress and accelerate the inference.

• Non-Uniform Quantization

• Levels are arbitrarily spaced.

• Non-uniform quantization schemes are 
difficult to be deployed efficiently on 
general computation hardware.

8

Figure taken from Gholami et al., 2021, A Survey of Quantization 
Methods for Efficient Neural Network Inference
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Quantizer Design

• Symmetric Quantization

• Symmetric quantization quantize
parameters within (−𝛼, 𝛼).

• 0 will be quantized to exactly integer 0.

• Asymmetric Quantization

• Much more flexible (−𝛼, 𝛽).

• Must ensure 0 will be quantized to an
integer Z exactly.

9

Figure taken from Gholami et al., 2021, A Survey of Quantization 
Methods for Efficient Neural Network Inference

𝑥𝑞 = 𝑐𝑙𝑖𝑝 round
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Quantizer Design

• Layer-wise Quantization
• The same clipping range is applied 

to all weights in a layer.

• Could have bad results if channels
differ a lot.

10

• Channel-wise Quantization
• Assign each channel a unique

clipping range.

• The computation may become
more complex than layer-wise.

Figure taken from Nagel et al., 2019, Data-Free 
Quantization Through Weight Equalization and Bias 
Correction.

Weight range of a DW-Conv

layer in MobileNetV2
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Two ways to produce quantized models
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1. Post Training Quantization (PTQ)

2. Quantization Aware Training (QAT)
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Post-Training Quantization

• Features of PTQ
• Low-cost, only need a pretrained model

and calibration data (10~1000 training
images) to finish quantization.

• Fast, PTQ can quantize model in several
minutes.

• Easy to use, only an API call.

• Low performance: Quantizing a ResNet-
18 to to 4-bit can only have 39% accuracy,
as explained in [1].

12

Figure taken from Gholami et al., 2021, A Survey of Quantization 
Methods for Efficient Neural Network Inference

Ref. [1] Nagel et al., 2019, Data-Free Quantization Through Weight Equalization and Bias Correction.
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Post-Training Quantization

• How to calibrate quantized models?
• In PTQ, we need to estimate the quantization range of both weights and activations.

• Several ways to find the quantization range:

• Use min-max range

• Minimize Mean Squared Error

• Minimize KL Divergence Loss

13
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Quantization-Aware Training

• Features of QAT

• End-to-end training. Requires all training
images and huge computing resources.

• Slow, need >100 GPU hours.

• Not Easy to use, we have to modify the
training codes.

• High performance: Quantizing a ResNet-
18 to 3-bit can retain original FP model
performance [1].

14

Figure taken from Gholami et al., 2021, A Survey of Quantization 
Methods for Efficient Neural Network Inference

Ref. [1] Esser et al., 2020, Learned step size quantization.
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Quantization-Aware Training

• How to learn a quantized model?
• The quantization function (round-to-integers) is not differentiable. To perform

standard backpropagation, we need to estimate the gradients of step function:

15
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Quantization-Aware Training

• Folding Batch Normalization Layers

16

Quantization

Quantization
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Post-Training Finetuning Quantization

• Is there an intermediate space between PTQ and QAT?

• Recently, Nagel et al. 2020 and Li et al. 2021 propose to reconstruct the internal
output of the quantized model to optimize the quantized weights.

17

FP Model

Quantized

Layer 1 Layer 2 Layer 3 ... Layer n

Layer-wise Reconstruction
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Post-Training Finetuning Quantization

• Experimental Results

18
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Zero-Shot Quantization

• Zero-Shot Quantization or Data-Free Quantization
• ZSQ requires no real data for model quantization.

• Need to synthesize artificial data.

• In Cai et al. 2020, the data is learned by gradient descent by matching its statistics
variable with BN running mean and variance.

19

Gaussian Random Data Synthesized Data
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Zero-Shot Quantization

• Weight Equalization
• Modify weights to suitable-for-quantization

𝑊𝑖 ←
𝛼𝑖−1
𝛼𝑖

𝑊𝑖

20
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Mixed-Precision

• Why mixed-precision?
• Different layers have different sensitivities for quantization

• Different layers have different hardware performances

• We can assign less bits to non-sensitive layers and high hardware cost layers

21
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Hardware Quantization Scheme

22

Hardware Company Inference Library Bit-width Quantization Scheme

GPU NVIDIA
TensorRT

8 Uniform symmetric per channel

FP16 IEEE 754

NART-QUANT 4/8 Uniform symmetric per layer/channel

3559/3519/3516 Hisilicon NNIE 8/16 Log

Ceva DSP Ceva - 8/16 Uniform asymmetric per layer/channel

Hexagon DSP Qualcomm SNPE 8 Uniform asymmetric per layer

Adreno 5/6 serial Qualcomm OCL FP16 IEEE 754 without Subnormal

ARM ARM NART-QUANT 2-8 Uniform asymmetric per layer

WUQI WUQI tech. WUQI sdk 8/16 Ristretto

SigmaStar
SigmaStar 

Technology
SigmaStar sdk 8/16

Uniform symmetric weight(per channel)，symmetric 
activation

Ascend 310 HUAWEI ACL
8 Uniform asymmetric per channel

FP16 IEEE 754

Ambarella Ambarella CVFlow
8/16 Ristretto

FP16 IEEE 754

FPGA Xilinx Vitis-AI Int8 Ristretto
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What is Pruning

• Pruning

• The process of removing weight connections in a network to increase inference 

speed and decrease model storage size.[1]

• Removing unused parameters from the over-parameterized network.[1]

• Levels of Pruning

• Channel/Filter; Layer; Block

24

[1] https://neuralmagic.com/
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What is Pruning

• Pipeline

25

Ref. [1] Liu, et al. Rethinking the Value of Network Pruning. ICLR2019
[2] Molchanov, et al. Pruning Convolutional Neural Networks for Resource Efficient Inference. ICLR2017

One example of iterative pruning
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What is Pruning

26

Ref. [1] Han, et al. Learning both Weights and Connections for Efficient Neural Networks. NIPS2015
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What is Pruning

• Sparsity Structure

• Structured

• Unstructured

• Schemes

• Data-free

• Data-driven

• Training-aware

27

Ref. [1] arxiv.org/abs/2102.00554
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Data-free Pruning

• L1-norm based[1]

• Similarity based[2]

28

Ref. [1] Li, et al. Pruning Filters for efficient convnets. ICLR2017
[2] Data-free parameter pruning for Deep Neural Networks. BMVC2015.
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Data-driven Pruning

• ThiNet[1] 

• least effect on the next layer’s output 

• Regression based feature reconstruction[2]

• LASSO

29

Ref. [1] Luo, et al. A filter level of pruning method for deep neural network compression. ICCV2017.
[2] He, et al. Channel pruning for accelerating very deep neural networks. ICCV2017
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Training-aware: Optimal Brain Damage[1]

Cost Function E = Cost(Train) + R(Network Complexity)

Approximate E by a Taylor series.

30

Ref. [1] LeCun, et al. http://yann.lecun.com/exdb/publis/pdf/lecun-90b.pdf
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Training-aware: Optimal Brain Damage[1]

31

Ref. [1] LeCun, et al. http://yann.lecun.com/exdb/publis/pdf/lecun-90b.pdf
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Training-aware Pruning

• Network Slimming[1]

• pruning by channel scaling factors in the following BN layer

32

Ref. [1] Liu, et al. Learning Efficient Convolutional Networks through Network Slimming
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Rethinking the Value of Network Pruning

33

Ref. [1] ] Liu, et al. Rethinking the Value of Network Pruning. ICLR2019

Pruning

Structured
Predefined

Automatic

Unstructured
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Rethinking the Value of Network Pruning

34

Ref. [1] ] Liu, et al. Rethinking the Value of Network Pruning. ICLR2019

Scratch-E: epochs
Scratch-B: FLOPs budget

Experiments of Predefined Structured Pruning

L1-norm

ThiNet
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Rethinking the Value of Network Pruning

35

Ref. [1] ] Liu, et al. Rethinking the Value of Network Pruning. ICLR2019
[2] Huang et al. Data-Driven Sparse Structure Selection for Deep Neural Networks. ECCV2018

Experiments of Automatic Structured Pruning

Network Slimming

Sparse Structure Selection[2]
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Rethinking the Value of Network Pruning

36

Ref. [1] ] Liu, et al. Rethinking the Value of Network Pruning. ICLR2019
[2] Han, et al. Learning both Weights and Connections for Efficient Neural Networks. NIPS2015

Experiments of Unstructured Pruning

Magnitude-based
Pruning[2]
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Rethinking the Value of Network Pruning

37

Ref. [1] ] Liu, et al. Rethinking the Value of Network Pruning. ICLR2019

Analysis of Pruned Architectures
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Rethinking the Value of Network Pruning

38

Ref. [1] ] Liu, et al. Rethinking the Value of Network Pruning. ICLR2019

Sparsity Patterns & Guided Pruning
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Pruning as NAS

39

Ref. [1] ] Guo, et al. DMCP: Differentiable Markov Channel Pruning for Neural Networks. CVPR2020

DMCP[1]
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Pruning as NAS

40

Ref. [1] ] Guo, et al. DMCP: Differentiable Markov Channel Pruning for Neural Networks. CVPR2020

DMCP[1]
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Basic Concept

• What is Knowledge Distillation?
• Knowledge Distillation distill the knowledge from a larger deep neural network into 

a small network 

• Three key component: teacher model, student model and knowledge transfer

42

[1] Hinton G, Vinyals O, Dean J. Distilling the knowledge in a neural network[J]. arXiv preprint arXiv:1503.02531, 2015.
[2] Gou J, Yu B, Maybank S J, et al. Knowledge distillation: A survey[J]. International Journal of Computer Vision, 2021: 1-31.
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Basic Concept

• What can Knowledge Distillation do?
• compressing heavy deep neural networks

• prevent specialists from overfitting

• helps the training process of a smaller student network 

• improve final performance

43

[1] Hinton G, Vinyals O, Dean J. Distilling the knowledge in a neural network[J]. arXiv preprint arXiv:1503.02531, 2015.
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Knowledge Distillation with Logits

• Knowledge Distillation Design
• For teacher output logits 𝑡𝑖, student output logits 𝑠𝑖, one-hot label 𝑔𝑡𝑖, temperature 𝑇

• Soft logits:

• 𝑡𝑖 =
exp(

𝑧𝑖
𝑇
)

σ𝑖 exp(
𝑧𝑖
𝑇
)
, 𝑠𝑖 =

exp(
𝑧𝑖
𝑇
)

σ𝑖 exp(
𝑧𝑖
𝑇
)

• Soft loss:

• 𝐿𝑠𝑜𝑓𝑡 = −σ𝑖
𝐾 𝑠𝑖𝑙𝑜𝑔𝑡𝑖

• Hard loss:

• 𝐿ℎ𝑎𝑟𝑑 = −σ𝑖
𝐾 𝑔𝑡𝑖𝑙𝑜𝑔𝑠𝑖

• KD Training:

• L = 𝐿ℎ𝑎𝑟𝑑 + 𝛼𝐿𝑠𝑜𝑓𝑡

44

[1] Hinton G, Vinyals O, Dean J. Distilling the knowledge in a neural network[J]. arXiv preprint arXiv:1503.02531, 2015.



• 正文级别 1

• 正文级别 2

• 正文级别 3

• 正文级别 4

• 正文级别 5

标题文本

Chapter 2 Section 11 May 7, 2021 Advanced Computer Vision

Knowledge Distillation with Logits

• Why does Knowledge Distillation work:
• Soft targets contain information of inter-class distance and in-class variance than one-

hot labels

• The knowledge from the teacher expresses a more general learned information that is 
helpful for building up a well-performing student 

• Problems
• The parameter selection of 𝛼 and temperature 𝑇 should be considered

• When the capacity of the student is too low, it is hard for the student to incorporate 
the logits information of the teacher successfully 

45
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Knowledge Distillation with Intermediate Features

• Feature-based distillation enables learning richer information from the teacher and 
provides more flexibility for performance improvement. 

46

[1] Wang L, Yoon K J. Knowledge distillation and student-teacher learning for visual intelligence: A review and new outlooks[J]. IEEE Transactions on Pattern Analysis 
and Machine Intelligence, 2021.
[2] Phuong M, Lampert C H. Distillation-based training for multi-exit architectures[C]//Proceedings of the IEEE/CVF International Conference on Computer Vision. 
2019: 1355-1364.

Distance metric

Feature transform

Distillation

Position



• 正文级别 1

• 正文级别 2

• 正文级别 3

• 正文级别 4

• 正文级别 5

标题文本

Chapter 2 Section 11 May 7, 2021 Advanced Computer Vision

Knowledge Distillation with Intermediate Features

• Transformation of the guided features:
• Teacher and student may have different size of intermediate feature maps

• Distillation positions of features:
• The distillation position includes the feature map at the end of each block, at the end of each stage, etc.

• Distance metric for measuring distillation:
• To measure the features after transformation, the distance metric is used to construct the kd loss

47

[1] Wang L, Yoon K J. Knowledge distillation and student-teacher learning for visual intelligence: A review and new outlooks[J]. IEEE Transactions on Pattern Analysis 
and Machine Intelligence, 2021.
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Knowledge Distillation with Intermediate Features

• Summary

48

[1] Wang L, Yoon K J. Knowledge distillation and student-teacher learning for visual intelligence: A review and new outlooks[J]. IEEE Transactions on Pattern Analysis 
and Machine Intelligence, 2021.
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Teacher-Student Architecture

• Pattern:
• Simplified Structure：

• Res34 & Res18

• Quantized Structure:

• Res18 & Int8 Res18

• Same Structure

• Small Structure

• Conclusion:
• The model capacity gap between the large 

deep neural network and a small student 
neural network can degrade knowledge 
transfer.

49

[1] Gou J, Yu B, Maybank S J, et al. Knowledge distillation: A survey[J]. International Journal of Computer Vision, 2021: 1-31.
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Teacher-Student Architecture

• Each teacher model could potentially have its own best student architecture.

• NAS can be used to discover the best student model or teacher model.

50

[1] Liu Y, Jia X, Tan M, et al. Search to distill: Pearls are everywhere but not the eyes[C]//Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern 
Recognition. 2020: 7539-7548.



• 正文级别 1

• 正文级别 2

• 正文级别 3

• 正文级别 4

• 正文级别 5

标题文本

Chapter X Section X May 7, 2021 Advanced Computer Vision 51

Multi-
Teacher

Data-
Free

• Multi-Teacher: employ multiple supervision knowledge

• Date-Free Distillation: requires no training data

More Advanced KD Methods
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More Advanced KD Methods

52

• Offline Distillation: most common form, the 

large teacher model is first trained and 2) the 

teacher model is used to guide the training of the 

student model during distillation.

• Online Distillation: both the teacher model and 

the student model are updated simultaneously, 

and the whole knowledge distillation framework is 

end-to-end trainable. 

• Self-Distillation: the same networks or supernet

(BigNAS[1]) are used for the teacher and the 

student models 

[1] Yu J, Jin P, Liu H, et al. Bignas: Scaling up neural architecture search with big single-stage models[C]//European Conference on Computer Vision. Springer, 
Cham, 2020: 702-717.
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Part 1: Quantization

Part 2: Pruning

Part 3: Knowledge Distillation (KD)

Part 4: Neural Architecture Search (NAS)

Summary
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What is NAS

Deep Learning relays heavily on novel deep neural nets.

54

[1] https://paperswithcode.com/sota/image-classification-on-imagenet
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What is NAS

NAS focus on automating the network architecture design.
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[1] https://paperswithcode.com/sota/image-classification-on-imagenet
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2017 2018 2019 2020

NASNet DARTS

FBNet

MNasNet

ProxylessNAS

One-Shot NAS

NAS Milestones

AmoebaNet

ENAS

NASFPN

DetNAS

OFA

EfficientNet

BigNAS

UnNAS

Efficient

NetV2
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NAS Literature 1: NASNet

57

[1] Zoph, Barret, and Quoc V. Le. "Neural architecture search with reinforcement learning." arXiv preprint arXiv:1611.01578 (2016).
[2] Zoph, Barret, et al. "Learning transferable architectures for scalable image recognition." Proceedings of the IEEE conference on computer vision and pattern 
recognition. 2018.

Main steps:

1. RNN controller(Agent) generates child 

architecture A with prob p

2. Train child network A on proxy task get 

validation accuracy R

3. Use prob p and accuracy R to update the agent

4. Back to setp1

Key problems

• Every child needs to be trained from scratch on 

proxy task, which introduces prohibitive cost: 

thousands of GPU-days.
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NAS Literature 2: ENAS

58

[1] Pham, Hieu, et al. "Efficient neural architecture search via parameters sharing." International Conference on Machine Learning. PMLR, 201

Contributions

• ENAS proposes sharing parameters strategy, 

i.e. reusing partial weights from the former 

trained child network. ENAS significantly 

reduces the overall cost.

• ENAS can also be viewed as a weight-

sharing supernet approach.
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NAS Literature 3: One-shot NAS

59

[1] Bender, Gabriel, et al. “Understanding and simplifying one-shot architecture search.” International Conference on Machine Learning. PMLR, 2018.
[2] Stamoulis, Dimitrios, et al. "Single-path nas: Designing hardware-efficient convnets in less than 4 hours." Joint European Conference on Machine Learning and 
Knowledge Discovery in Databases. Springer, Cham, 2019. 
[3] Guo, Zichao, et al. "Single path one-shot neural architecture search with uniform sampling." European Conference on Computer Vision. Springer, Cham, 2020.

Contributions

• One-shot NAS builds a weight-sharing supernet

in which each subnet can be viewed as a 

candidate architecture.

• One-shot NAS trains the supernet properly and 

uses the subnet validation accuracy to estimate 

the final candidate performance.

• Supernet training is a once cost, so it orderly 

reduces the cost.

Drawbacks

• Unreliable performance ranking in supernet.
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NAS Literature 4: MNasNet

60

[1] Liu, Hanxiao, Karen Simonyan, and Yiming Yang. "Darts: Differentiable architecture search." arXiv preprint arXiv:1806.09055 (2018).
[2] Chen, Xin, et al. "Progressive differentiable architecture search: Bridging the depth gap between search and evaluation." Proceedings of the IEEE/CVF International 
Conference on Computer Vision. 2019. 

Contributions

• Searching directly on large dataset ImageNet.

• Integrating platform latency to the searching 

reward calculation, which helps to find a 

architecture that achieves the best latency-

accuracy tradeoff.

Drawbacks

• Following NASNet costly RL-based searching 

algorithm: Thousands of TPU days
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NAS Literature 5: DARTS
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[1] Liu, Hanxiao, Karen Simonyan, and Yiming Yang. "Darts: Differentiable architecture search." arXiv preprint arXiv:1806.09055 (2018).
[2] Chen, Xin, et al. “Progressive differentiable architecture search: Bridging the depth gap between search and evaluation.” Proceedings of the IEEE/CVF International 
Conference on Computer Vision. 2019. 
[3] Xu, Yuhui, et al. "PC-DARTS: Partial channel connections for memory-efficient architecture search." arXiv preprint arXiv:1907.05737 (2019).

Contributions

• Building a fully-connected supernet, each path 

contains several operations.

• Using bi-level optimization method to update 

the architecture parameters and weights.

Drawbacks

• Because every operator is maintained in the 

computation graph, DARTS is memory hungry. 

Typically, DARTS searches the cell on CIFAR10 

and then transfers it to ImageNet.

• DARTS is one of the most well-known NAS 

baselines. There are many good follow-up 

papers, like P-DARTS[2], PCDARTS[3]
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NAS Literature 6: ProxylessNAS

62
[1] Cai, Han, Ligeng Zhu, and Song Han. "Proxylessnas: Direct neural architecture search on target task and hardware." arXiv preprint arXiv:1812.00332 (2018).

Contributions

• Searching directly on large dataset ImageNet.

• Utilizing real hardware latency as a constraint 

factor.

• Proposing binary gate method, which 

maintains only O(1) operator in the 

computation graph, to solve the memory 

issue.
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NAS Literature 7: EfficientNet

63

[1] Tan, Mingxing, and Quoc Le. “Efficientnet: Rethinking model scaling for convolutional neural networks.” International Conference on Machine Learning. PMLR, 2019.
[2] Tan, Mingxing, and Quoc V. Le. "EfficientNetV2: Smaller Models and Faster Training." arXiv preprint arXiv:2104.00298 (2021).

Contributions

• The traditional scaling-up method is to increase a 

single dimension. EfficientNet proposes a 

compound scaling method which increases width, 

depth and resolution simultaneously. 

• A set of good scaling up parameters is found by 

grid search, and the result of SOTA is obtained by 

scale up from MNasNet(EfficientNet-B0)
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NAS Literature 8: OFA/ BigNAS

64

[1] Cai, Han, et al. "Once-for-all: Train one network and specialize it for efficient deployment." arXiv preprint arXiv:1908.09791 (2019). 
[2] Yu, Jiahui, et al. "Bignas: Scaling up neural architecture search with big single-stage models." European Conference on Computer Vision. Springer, Cham, 2020.

Contributions

• Former one-shot NAS methods need to retrain 

the found architecture from scratch to obtain the 

final accuracy. OFA/BigNAS can directly deploy 

the subnet without further retraining.

• Supernet training is a once cost. We can sample 

and deploy a series of different architectures  

under different constraint.
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A taxonomy of NAS

65

[1] Xie, Lingxi, et al. "Weight-Sharing Neural Architecture Search:\\A Battle to Shrink the Optimization Gap." arXiv preprint arXiv:2008.01475 (2020).

Search Strategy Important Work

Individual – Reinforcement NASNet, PNAS, Block-QNN, MNasNet, EfficientNet, NAS-FPN

Individual – Evolutionary AmoebaNet, Genetic cnn, Evolved transformer

Weight-Sharing Heuristic ENAS, Smash, SPOS, FairNAS, OFA, BigNAS

Weight-Sharing Differentiable DARTs, PDARTs, PCDARTs, NAO, SNAS, ProxylessNAS,

Predictor-based Search Chamnet, Peephole
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NAS + Different CV tasks

66

Object Detection:

DetNAS
NASFPN
EfficientDet
...

Semantic Segmentation:

AutoDeepLab
...

Generative Models:

AutoGan
AdversarialNAS
…

NAS + XX Task?
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NAS + Different ML algorithms

67

[1] ECCV2020. Liu, Chenxi, et al. "Are Labels Necessary for Neural Architecture Search?." 
[2] NeurIPS 2020. Li, Yanxi, et al. "Adapting neural architectures between domains."  -> AdaptNAS
[3] NeurIPS 2020. Cai, Han, et al. "Tiny Transfer Learning: Towards Memory-Efficient On-Device Learning." 
[4] CVPR 2020. Gao, Yuan, et al. "Mtl-nas: Task-agnostic neural architecture search towards general-purpose multi-task learning." 
[5] ICLR 2019. Lian, Dongze, et al. "Towards fast adaptation of neural architectures with meta learning." -> T-NAS

NAS + XX Learning?

Unsupervised Learning[1]
Domain Adaptation[2]
Transfer Learning[3]

Multi-Task Learning[4]
Meta Learning[5]
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NAS + Unsupervised Learning

68

[1] ECCV2020. Liu, Chenxi, et al. "Are Labels Necessary for Neural Architecture Search?.” 

Unsupervised NAS: We 

can achieve comparable 

NAS results without labels.
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Part 1: Quantization

Part 2: Pruning

Part 3: Knowledge Distillation (KD)

Part 4: Neural Architecture Search (NAS)

Summary
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Summary

• Quantization: utilizing integer only arithmetic to speed up the inference

• Pruning: removing unnecessary connections to get smaller models

• KD: distilling teacher models’ knowledge into smaller ones

• NAS: designing efficient models in an automatic way

70

Model Compression
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推荐阅读

Quantization:
• https://arxiv.org/pdf/1806.08342.pdf

• https://arxiv.org/abs/2103.13630

• https://arxiv.org/abs/2004.09602

Pruning:
• https://arxiv.org/abs/2102.00554

• https://arxiv.org/abs/2007.00864

KD:
• https://arxiv.org/pdf/2004.05937.pdf

NAS:
• https://www.automl.org/automl/literature-on-neural-architecture-search/

71

https://arxiv.org/pdf/1806.08342.pdf
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